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Abstract: This article discusses solving non-linear programming problems containing integer, discrete and continuous variables. The Part 1 of the article describes a novel optimization method based on Differential Evolution algorithm. The required handling techniques for integer, discrete and continuous variables are described including the techniques needed to handle boundary constraints as well as those needed to simultaneously deal with several non-linear and non-trivial constraint functions. In Part 2 of the article a mechanical engineering design related numerical example, design of a coil spring, is given to illustrate the capabilities and the practical use of the method. It is demonstrated that the described approach is capable of obtaining high quality solutions. The novel method is relatively easy to implement and use, effective, efficient and robust, which makes it as an attractive and widely applicable approach for solving practical engineering design problems.
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1 Introduction

In general, when discussing non-linear programming, the variables of the object function are usually assumed to be continuous. However, in practical engineering design work the problems in which some or all of the design variables have discrete or integer values are very common. They are commonly discrete because the available values are limited to a set of standard sizes. For example, the thickness of a steel plate, the diameter of a copper pipe, the size of a screw, the module (or diametral pitch) of a gear tooth, the size of a roller bearing, etc., are often limited to a set of commercially available standard sizes. Respectively integer variables are commonly used to express a number of identical elements used in the design. Examples of integer variables are the number of teeth of a gear, the number of bolts or rivets needed to fix a structure, the number of heat exchanger tubes, the number of cooling fins of a heat sink, the number of parallel V-belts used for transmission, the number of coils of a spring, etc.

It is clear that a large fraction of engineering design optimization problems fall into the category of mixed integer-discrete-continuous, non-linear programming problems. Despite of that, mostly solving continuous problems are discussed in the literature. In practice, the problems containing integer or discrete variables are usually solved as a continuous problem, and the nearest available discrete value is then selected. In this case the result is often quite far from optimum. The reason for this approach is, that it is still commonly considered that no really satisfactory non-linear programming method appear to be available, which is able to handle all integer, discrete and continuous variables and which is also efficient, effective, robust and easy to use. Generally, continuous problems are considered to be easier to solve than discrete ones, suggesting that the presence of any non-continuous variables considerably increases the difficulty of finding a solution.

Another source of difficulties in practical engineering design optimization is handling of constraints. Often multiple constraints are involved, and often the nature of the constraints is non-linear and non-trivial, too. The feasible solutions may be only a small subset of the design space.

Many different methods have been proposed for solving mixed integer-discrete-continuous, non-linear programming problems. Some engineering design related works were collected in Table 1. Recently, many soft-computing based methods have been under investigations, and were found to be highly potential. However, no single approach seems to be totally satisfying when all the involved aspects are considered. Without pointing to any single method, it can be stated, that all of them suffer from at least one of the following shortcomings: complexity of implementation and usage, lack of flexibility, high computational cost, poor robustness, limited constraint handling capabilities, poor capabilities in finding feasible high quality solutions.

In order to respond these demands of practical engineering design optimization, a novel approach for solving mixed integer-discrete-continuous, non-linear engineering design optimization problems has been developed based on the recently introduced Differential Evolution (DE) algorithm [SP95a]. This investigation describes the techniques needed to handle boundary constraints as well as those needed to simultaneously deal with several
non-linear and non-trivial constraint functions. After introducing these techniques, an illustrative and practical numerical example is given in Part 2 of this article, in which the design of a coil spring is optimized by DE. The mixed-variable methods used to solve the example problem are discussed in detail and compared with published results obtained with other optimization methods for the same problem.

<table>
<thead>
<tr>
<th>Reported by</th>
<th>Proposed solution technique</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandgren</td>
<td>Branch &amp; Bound using Sequential Quadratic programming</td>
<td>[San90]</td>
</tr>
<tr>
<td>Fu, Fenton &amp; Gleghorn</td>
<td>Integer-Discrete-Continuous Non-Linear Programming</td>
<td>[FFG91]</td>
</tr>
<tr>
<td>Loh &amp; Papalambros</td>
<td>Sequential Linearization Algorithm</td>
<td>[LP91a, LP91b]</td>
</tr>
<tr>
<td>Zhang &amp; Wang</td>
<td>Simulated Annealing</td>
<td>[ZW93]</td>
</tr>
<tr>
<td>Chen &amp; Tsao</td>
<td>Genetic Algorithm</td>
<td>[CT93]</td>
</tr>
<tr>
<td>Li &amp; Chow</td>
<td>Non-Linear Mixed-discrete Programming</td>
<td>[LC94]</td>
</tr>
<tr>
<td>Wu &amp; Chow</td>
<td>Meta-Genetic Algorithm</td>
<td>[WC95]</td>
</tr>
<tr>
<td>Lin, Zhang &amp; Wang</td>
<td>Modified Genetic Algorithm</td>
<td>[LZW95]</td>
</tr>
<tr>
<td>Thierauf &amp; Cai</td>
<td>Two-level parallel Evolution Strategy</td>
<td>[TC97]</td>
</tr>
<tr>
<td>Cao &amp; Wu</td>
<td>Evolutionary Programming</td>
<td>[CW97]</td>
</tr>
<tr>
<td>Lampinen &amp; Zelinka</td>
<td>Differential Evolution</td>
<td>This article</td>
</tr>
</tbody>
</table>

Table 1: Some proposed methods for solving engineering design related mixed integer-discrete-continuous, non-linear optimization problems.

2 Mixed Integer-Discrete-Continuous Non-Linear Programming

A mixed integer-discrete-continuous, non-linear programming problem can be expressed as follows:

Find

\[
X = \{x_1, x_2, x_3, \ldots, x_n\} = [X^{(i)}, X^{(d)}, X^{(c)}]^T
\]

to minimize

\[
f(X)
\]

subject to constraints

\[g_j(X) \leq 0 \quad j = 1, \ldots, m\]

and subject to boundary constraints

\[x_i^{(L)} \leq x_i \leq x_i^{(U)} \quad i = 1, \ldots, n\]

where

\[X^{(i)} \in \mathbb{R}^i, \quad X^{(d)} \in \mathbb{R}^d, \quad X^{(c)} \in \mathbb{R}^c\]

\[X^{(i)}, X^{(d)} \] and \[X^{(c)}\] denote feasible subsets of integer, discrete and continuous variables respectively. The above formulation is general and basically the same for all types of variables. Only the structure of the design domain distinguishes one problem from another. However, it is worth to notice here the principal differences between integer and discrete variables. While both integer and discrete variables have a discrete nature, only discrete variables can assume floating-point values. In practice the discrete values of the feasible set are often unevenly spaced. These are the main reasons why integer and discrete variables requires different handling.

3 Differential Evolution

Price and Storn first introduced the Differential Evolution (DE) algorithm a few years ago [SP95a]. DE can be categorized into a class of floating-point encoded, evolutionary optimization algorithms. Currently, there are several variants of DE. The particular variant used throughout this investigation is the DE/rand/1/bin scheme. This scheme will be discussed here only briefly, since more detailed descriptions are provided in [SP95a, SP97a]. Since the DE algorithm was originally designed to work with continuous variables, the optimization of continuous problems is discussed first. Handling of integer and discrete variables are to be explained later.

Generally, the function to be optimized, \(f\), is of the form:

\[
f(X) : \mathbb{R}^n \rightarrow \mathbb{R}
\]
The optimization target is to minimize the value of this objective function \( f(X) \),
\[
\min(f(X))
\]  
by optimizing the values of its parameters:
\[
X = \{x_1, \ldots, x_{n_{\text{param}}} \} \quad x \in \mathbb{R}
\]  
where \( X \) denotes a vector composed of \( n_{\text{param}} \) objective function parameters. Usually, the parameters of the objective function are also subject to lower and upper boundary constraints, \( x^{(L)} \) and \( x^{(U)} \), respectively:
\[
x_j^{(L)} \leq x_j \leq x_j^{(U)} \quad j = 1, \ldots, n_{\text{param}}
\]  
As with all evolutionary optimization algorithms, DE works with a population of solutions, not with a single solution for the optimization problem. Population \( P \) of generation \( G \) contains \( n_{\text{pop}} \) solution vectors called individuals of the population. Each vector represents potential solution for the optimization problem.
\[
P^{(G)} = X_i^{(G)} \quad i = 1, \ldots, n_{\text{pop}} , \ G = 1, \ldots, G_{\text{max}}
\]  
So, the population \( P \) of generation \( G \) contains \( n_{\text{pop}} \) individuals each containing \( n_{\text{param}} \) parameters (chromosomes of individuals):
\[
P^{(G)} = X_i^{(G)} = x_{i,j}^{(G)} \quad i = 1, \ldots, n_{\text{pop}} , \ j = 1, \ldots, n_{\text{param}}
\]  
In order to establish a starting point for optimum seeking, the population must be initialized. Often there is no more knowledge available about the location of a global optimum than the boundaries of the problem variables. In this case, a natural way to initialize the population \( P^{(0)} \) (initial population) is to seed it with random values within the given boundary constraints:
\[
P^{(0)} = X_i^{(0)} = x_{i,j}^{(0)} = r_i (x_j^{(U)} - x_j^{(L)}) + x_j^{(L)} \quad i = 1, \ldots, n_{\text{pop}} , \ j = 1, \ldots, n_{\text{param}}
\]  
where \( r \) denotes to a uniformly distributed random value within range \([0.0, 1.0]\).

The population reproduction scheme of DE is different from the other evolutionary algorithms. From the 1st generation forward, the population of the following generation \( P^{(G+1)} \) is created in the following way on basis of the current population \( P^{(G)} \). First a temporary (trial) population for the subsequent generation, \( P'^{(G+1)} \), is generated as follows:
\[
x_{i,j}^{(G+1)} = \begin{cases} 
    x_{i,j}^{(G)} + F \cdot (x_{A,j}^{(G)} - x_{B,j}^{(G)}) & \text{if } \ r_{i,j} \leq C_r \ \vee \ j = D_i \\
    x_{i,j}^{(G)} & \text{otherwise}
\end{cases}
\]
where,
\[
i = 1, \ldots, n_{\text{pop}} , \ j = 1, \ldots, n_{\text{param}}
\]
\[
D = 1, \ldots, n_{\text{param}}
\]
\[
A = 1, \ldots, n_{\text{pop}} , \ B = 1, \ldots, n_{\text{pop}} , \ C = 1, \ldots, n_{\text{pop}} , \ A \neq B \neq C \neq i
\]
\[
C_r \in [0.1], \ F \in [0.2], \ r \in [0.1]
\]

\( A, B \) and \( C \) are three randomly chosen indexes referring to three randomly chosen individuals of population. They are mutually different from each other and also different from the running index \( i \). New, random, values for \( A, B \) and \( C \) are assigned for each value of index \( i \) (for each individual). A new value for random number \( r \) is assigned for each value of index \( j \) (for each chromosome).

The index \( D \) refers to a randomly chosen chromosome and it is used to ensure that at least one chromosome of each individual vector \( X^{(G+1)} \) differs from its counterpart in the previous generation \( X^{(G)} \). A new random (integer) value is assigned to \( D \) for each value of index \( i \) (for each individual).

\( F \) and \( C_r \) are DE control parameters. Both values remain constant during the search process. As well the third control parameter, \( n_{\text{pop}} \) (population size), remain constant, too. \( F \) is a real-valued factor in range \([0.0,2.0]\) that controls the amplification of differential variations and \( C_r \) is a real-valued crossover factor in range \([0.0,1.0]\) controlling the probability to choose mutated value for \( x \) instead of its current value. Generally, both \( F \) and \( C_r \)
affect the convergence velocity and robustness of the search process. Their optimal values are dependent both on objective function, \( f(X) \), characteristics and on the population size \( n_{\text{pop}} \). Usually, suitable values for \( F \), \( C_r \) and \( n_{\text{pop}} \) can be found by trial-and-error after a few tests using different values. Practical advice on how to select control parameters \( n_{\text{pop}}, F \) and \( C_r \) can be found in [SP95a, Sto96a, SP97a].

The selection scheme of DE also differs from the other evolutionary algorithms. On basis of the current population \( P^{(G)} \) and the temporary population \( P^{(G+1)} \), the population of the next generation \( P^{(G+1)} \) is created as follows:

\[
X_i^{(G+1)} = \begin{cases} 
X_i^{(G+1)} & \text{if } f_{\text{cost}}(X_i^{(G+1)}) \leq f_{\text{cost}}(X_i^{(G)}) \\
X_i^{(G)} & \text{otherwise}
\end{cases}
\]

Thus, each individual of the temporary (trial) population is compared with its counterpart in the current population. The one with the lower value of cost function \( f_{\text{cost}}(X) \) (to be minimized) will survive to the population of the next generation. As a result, all the individuals of the next generation are as good or better than their counterparts in the current generation. The interesting point concerning DE’s selection scheme is that a trial vector is not compared against all the individuals in the current population, but only against one individual, against its counterpart in the current population.

4 Constraint Handling

4.1 Boundary constraints

It is important to notice that the reproduction operation of DE is able to extend the search outside of the initialized range of the search space (Equation 8 and 9). It is also worthwhile to notice that sometimes this is beneficial property in problems with no boundary constraints because it is possible to find the optimum that is located outside of the initialized range. However, in boundary constrained problems, it is essential to ensure that parameter values lie inside their allowed ranges after reproduction. A simple way to guarantee this is to replace parameter values that violate boundary constraints with random values generated within the feasible range:

\[
X_{i,j}^{(G+1)} = \begin{cases} 
X_{i,j}^{(G+1)} - X_j^{(L)} + X_j^{(U)} & \text{if } X_{i,j}^{(G+1)} < X_j^{(L)} \vee X_{i,j}^{(G+1)} > X_j^{(U)} \\
x_{i,j}^{(G+1)} & \text{otherwise}
\end{cases}
\]

where,

\[ i = 1, \ldots, n_{\text{pop}}, \ j = 1, \ldots, n_{\text{param}} \]

This is the method that was used for this work. Another simple method is to reproduce the boundary constraint violating values according Equation 9 as many times as is necessary to satisfy the boundary constraints.

4.2 Constraint functions

In this investigation, a soft-constraint (penalty) approach was applied for handling of the constraint functions. The constraint function introduces a distance measure from the feasible region, but is not used to reject infeasible solutions, as it is in the case of hard-constraints. One possible soft-constraint approach is to formulate the cost-function as follows:

\[
f_{\text{cost}}(X) = (f(X) + a) \prod_{i=1}^{m} c_i \]

where

\[
c_i = \begin{cases} 
1.0 + s_i \cdot g_i(X) & \text{if } g_i(X) > 0 \\
1 & \text{otherwise}
\end{cases}
\]

\[ s_i \geq 1 \]

\[ b_i \geq 1 \]

\[ \min(f(X)) + a > 0 \]

The constant, \( a \), is used to ensure that only non-negative values will be assigned to \( f_{\text{cost}} \). When the value of \( a \) is set high enough, it does not otherwise affect the search process. Constant, \( s \), is used for appropriate scaling of the constraint function value. The exponent, \( b \), modifies the shape of the optimization surface. Generally, higher values of \( s \) and \( b \) are used when the range of the constraint function, \( g_i(X) \), is expected to be low. Often setting
When \( s = 1 \) and \( b = 1 \) works satisfactorily and only if one of the constraint functions, \( g_i(X) \), remains violated after the optimization run, it will be necessary to use higher values for \( s_i \) or \( b_i \).

In many real-world engineering design optimization problems, the number of constraint functions is relatively high and the constraints are often non-trivial. It is possible that the feasible solutions are only a small subset of the search space. Feasible solutions may also be divided into separated islands around the search space. Furthermore, the user may easily define totally conflicting constraints so that no feasible solutions exist at all. For example, if two or more constraints conflict, so that no feasible solution exists, DE is still able to find the nearest feasible solution. In the case of non-trivial constraints, the user is often able to judge which of the constraints are conflicting on the basis of the nearest feasible solution. It is then possible to reformulate the cost-function or reconsider the problem setting itself to resolve the conflict.

Another benefit of the soft-constraint approach is that the search space remains continuous. Multiple hard constraints often split the search space into many separated islands of feasible solutions. This discontinuity introduces stalling points for some genetic searches and also raises the possibility of new, locally optimal areas near the island borders. For these reasons a soft-constraint approach is considered essential. It should be mentioned that many traditional optimization methods are only able to handle hard-constraints. For evolutionary optimization, the soft-constraint approach was found to be a natural approach.

5 Handling of Integer and Discrete Variables

In its canonical form, the Differential Evolution algorithm is only capable of handling continuous variables. Extending it for optimization of integer variables, however, is rather easy. Only a couple of simple modifications are required. First, for evaluation of cost-function, integer values should be used. Despite of that the DE itself may still work internally with continuous floating-point values. Thus,

\[
f_{\text{cost}}(y_i) \quad i = 1, \ldots, n_{\text{param}}
\]

where

\[
y_i = \begin{cases} \bar{x}_i & \text{for continuous variables} \\ \text{INT}(x_i) & \text{for integer variables} \end{cases}
\]

\( x_i \in X \)

\( \text{INT}() \) is a function for converting a real value to an integer value by truncation. Truncation is performed here only for purposes of cost-function value evaluation. Truncated values are not elsewhere assigned. Thus, DE works with a population of continuous variables regardless of the corresponding object variable type. This is essential for maintaining the diversity of the population and the robustness of the algorithm. Second, in case of integer variable, instead of Equation 8, the population should be initialized as follows:

\[
P^{(0)} = \bar{x}_{i,j} = r_{i,j}(x_j^{(L)} - x_j^{(L)} + 1) + x_j^{(L)} \quad i = 1, \ldots, n_{\text{pop}} , \quad j = 1, \ldots, n_{\text{param}}
\]

Additionally, instead of Equation 11, the boundary constraint handling for integer variables should be performed as follows:

\[
x_{i,j}^{(G+1)} = \begin{cases} r_{i,j}(x_j^{(L)} - x_j^{(L)} + 1) + x_j^{(L)} & \text{if } \text{INT}(x_{i,j}^{(G+1)}) < x_j^{(L)} \lor \text{INT}(x_{i,j}^{(G+1)}) > x_j^{(U)} \\ x_{i,j}^{(G+1)} & \text{otherwise} \end{cases}
\]

where,

\( i = 1, \ldots, n_{\text{pop}} , \quad j = 1, \ldots, n_{\text{param}} \)

Discrete values can also be handled in a straightforward manner. Suppose that the subset of discrete variables, \( X^{(d)} \), contains \( l \) elements that can be assigned to variable \( x \):

\[
X^{(d)} = x_i^{(d)} \quad i = 1, \ldots, l
\]

where

\( x_i^{(d)} < x_{i+1}^{(d)} \)

Instead of the discrete value \( x_i \) itself, we may assign its index, \( i \), to \( x \). Now the discrete variable can be handled as an integer variable that is boundary constrained to range \( 1, \ldots, l \). To evaluate of the objective function, the discrete value, \( x_i \), is used instead of its index \( i \). In other words, instead of optimizing the value of the discrete variable directly, we optimize the value of its index \( i \). Only during evaluation is the indicated discrete value used. Once
the discrete problem has been converted into an integer one, the previously described methods for handling integer variables can be applied (Equations 13–15).

6. Conclusions

The described method is relatively simple, easy to implement and easy to use. Despite of that, it is capable of optimizing all integer, discrete and continuous variables and capable of handling non-linear objective functions with multiple non-trivial constraints.

A soft-constraint (penalty) approach is applied for handling of constraint functions. Some optimization methods require a feasible initial solution as a starting point for a search. Preferably, this solution should be rather close to a global optimum to ensure convergence to it instead of a local optimum. If non-trivial constraints are imposed, it may be difficult or impossible to provide a feasible initial solution. The efficiency, effectiveness and robustness of many methods are often highly dependent on the quality of the starting point. The combination of DE with the soft-constraint approach does not require any initial solution, but it can still take advantage of a high quality initial solution if one is available. For example, this initial solution can be used for initialization of the population in order to establish an initial population that is biased towards the feasible region of the search space.

If there are no feasible solutions in the search space, as is the case for totally conflicting constraints, DE with the soft-constraint approach is still able to find the nearest feasible solution. This is important in practical engineering design work because often many non-trivial constraints are involved.

The described approach was targeted to fill the gap in the field of mixed discrete-integer-continuous optimization, where no really satisfactory methods appeared to be available. The Part 2 of this article will demonstrate, with a practical example, that the attempts were at least fairly successful. Despite being in its infancy, the described approach have great potential to become a widely used, multipurpose optimization tool for solving a broad range of practical engineering design problems.
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