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ABSTRACT MDC, peers receiving different number of descriptions will
In this paper, we consider applying multiple description cod-have different video quality, with more received descriptions
ing in data-driven P2P live streaming networks to provideintroducing better video quality. In this paper, we propose
incentives for redistribution. In our system, a video is en-a distributed protocol, in which a peer contributing more up-
coded into multiple descriptions with each description havindink bandwidth is more likely to receive more descriptions and
equal importance. We consider a heterogeneous system withnsequently a better video quality. Therefore, peers are en-
peers having different uplink bandwidths. We design a diseouraged to be cooperative. The simulation results show that
tributed protocol in which a peer contributing more uplink our approach can provide differentiated video quality com-
bandwidth receives more descriptions and consequently befensurate with a peer’'s contribution to other peers, while
ter video quality. Previous approaches consider single-layanaintaining a high overall system performance.
video, where each peer receives the same video quality no The rest of the paper is organized as follows. In section 2,
matter how much bandwidth it contributes to the system. Thave describe our system and its design. Extensive simulation
simulation results show that our approach can provide differresults are presented in Section 3, and Section 4 concludes the
entiated video quality commensurate with a peer’s contribupaper.
tion to other peers.

2. SYSTEM ARCHITECTURE AND DESIGN

1. INTRODUCTION
The data-driven delivery architecture for video live streaming

P2P video live streaming has become an extremely populdrears strong similarities to BitTorrent [6]. Most successful
service in the Internet. Several streaming systems have be®2P video streaming systems [1, 2, 3] adopt this architecture.
successfully deployed, serving tens of thousands of simultdn such a system, a video is divided into media chunks, and
neous users who watch channels at rates between 300 kbpshe chunks are made available at an origin server. When a peer
1Mbps [1, 2, 3, 4]. wants to view the video, it obtains a list of peers currently
In P2P streaming systems, participating peers have diffewatching the video and establishes partnership with several
ent upload bandwidths. Institutional peers have high-bandwiddmdomly selected peers. Peers exchange chunk availability
access, while residential peers with DSL and cable acces$sformation with their neighbors and request chunks that they
have relatively low upload bandwidths. A high bandwidthneed. This data-driven approach is particularly desirable for
user uploads significantly more content than a low bandwidtlthe highly dynamic, high-churn P2P environment [3].
user. In [4], it has been reported some institutional peers To provide redistribution incentives and enable differenti-
contribute 30 times more uplink bandwidth than residentiabhted service among peers, a natural approach is to apply scal-
peers. However, most existing systems only adopt single layeble video coding. With our approach, a peer that contributes
video coding, where each peer receives the same video quahore can receive a better video quality, while a peer that con-
ity no matter how much bandwidth it contributes to the sys-ributes less may receive a worse but acceptable video quality.
tem. This may create a serious free-rider problem, similam our design, we use MDC [7] encoded video. With MDC,
to what has been observed in P2P file sharing systems[She origin server encodes a video intd descriptions. Each
Preferably, a peer should receive a better video quality if ilescription is further divided into description chunks (DC) of
contributes more bandwidth. This will encourage peers ta\ seconds, then peers exchange the DCs. The main reason of
contribute more uplink bandwidth to the system and preveradopting MDC is that MDC improves the content availabil-
free-riders. ity in a P2P video streaming system. As illustrated in Fig. 1,
To provide incentives for redistribution, in this paper, wewith MDC, it is always possible for a high contribution peer
consider applying multiple description coding (MDC) tech-to receive a large number of descriptions from its neighbors,
niques on a data-driven P2P video live streaming system. Wittven though all the neighbors are holding a small number of



descriptions. Therefore, with an appropriate design, the upeerk to peern during the previous time periodS;, equals

link bandwidth contribution is the only factor that affects theto O if the request queue of receiveris empty, otherwise,
video quality of a peer. This simplifies the system design. S; equals to 1. Therefore, a supplier serves its receivers in
a weighted fashion, and a receiver that uploads more to the
supplier has a higher probability of being served.

2.2. Receiver Side Scheduling

P At any given time, a receiver will have buffered DCs that are
i Index to be displayed in the future. Figure 2(a) shows an exam-
Fig. 1. MDC in P2P streaming with differentiated service. The circles PI€ for the DCs buffered at a particular receiver, where the
indicate peers, and the rectangles indicate the buffer of each peer. A shad&dS denote buffered DCs. In this example, there are 8 DCs
rectangle represents that the chunk is available. Peers 1, 2, 3, and 4contribllﬁlé|ﬁered: 3 for the next DC time, 2 for the second DC time,
less and consequently are supposed to receive one description. Peer 5 ignd so on. Other DCs have been requested but have not yet

peer with high uplink bandwidth and is supposed to receive four descriptiondffived. These are shown with dashes in Fig. 2(a). In this ex-

With MDC, even if all the neighbors of peer 5 only hold one description, pee@MPle, there are three SUCh. reque.sted-but-.yet-to—arrive DCs.
There are DCs that are available in the neighbors, but have

d sch id imil he tit-f not been requested. These DCs are left blank in Fig. 2(a).
Our propose scheme uses an idea similar to the tit- orAdditionally, a non-buffered DC may not be available from

tat[8] str'ategy, V,Vh'Ch has been successfully used in BltTorémy of the neighboring peers. These are shown by circles in
rent. With the tit-for-tat strategya peer rewards more to a Fig. 2(a). These buffered DCs, requested DCs, available-but-

neighbor who cpntrlbutes more to. itin our s<_:heme, each et-to-request DCs, and not-available DCs constitute the cur-
peer measures its download rate from its neighbors. A pe%@ntbuﬁer stateof the receiver

reciprocates to its neighbors by providing a larger fraction o
its upload rate to the neighbors from which it is downloading

Description Index

5 can receive a large number of descriptions.

DC time index DC time index

at the highest rates. A peer with a higher uplink bandwidth ~ £11x <2X>g X ; T I 6(2) = é an
. N . . . . . " . g 2 = 3 2 X = =7
contribution is more likely to obtain higher priorities in more g a[X[-|- 8 o[X[-[-| [alilelii
. .o . . & 4[X[XIX XTOIO & 4[ X[ X[x[e[xX[O]O]3
neighbors, thus receiving a better video quality.
Our proposed strategy applies both supplier side schedul- C‘X‘";ﬂ ook s C“"e”‘x"";eﬁ ek s
. . . . . utrere lank: avallable utrere lank: avallable
ing and receiver side scheduling. As a supplier, a peer may <requested O :not available <requested O :not available
receive multiple DC requests from its neighbors. The peer (a) (b)

should determine which request should be served first. As Rig. 2. Buffer state at a given time and the sequence that chunks are re-
receiver, in general, a peer has a choice of several DCs thgjested.

it can download. For a particular DC, there may be several
neighbors holding it. Thus, the peer has to decide which D . :
to request first and from which neighbor to request it. In this%‘t the beginning of each round, the peer will have a buffer

. . . . §tate, as described above. Given this buffer state, the peer
paper, we assume there is no downlink bandwidth constraint, : .
rmust decide which DCs to request. The peer may request

2.1. Supplier Side Scheduler DCs from the current time up until a window & DC times
. ) _ into the future. Figure 2(a) uses a window®f= 8.
In our design, a peer will upload more to the neighbor from requesting DCs, there are two conflicting goals. On one

which this peer downloads more. To this end, a supplier malnﬁand, we want to have as many descriptions as possible that

tains a different request queue for each receiver. For a patr- .
ticular receiver, the queue is first-in-first-out, where the supt@n P€ played outin the near future. On the other hand, we

plier serves the requests in the order that the requests wefint to ensure that there is not a ot variation in the number of
received. The supplier transmits one requested DC to one r@escriptions that are displayed from one DC time to the next.
ceiver at one time. The supplier determines which receiver We use a simple but natural heuristic for prioritizing the
should be served depending on the receiver’s contribution tBCs that are to be requested at the beginning of a round. We
the supplier. At any one time, the supplier randomly selectfirst look for the first DC time (scanning from the current time

a receiver to serve. Let; denote the probability that peer  towards the end of the window) that has no buffered or re-

In our design, peers request DCs at the beginnings of rounds.

selects the receivér. p;, is determined as follows: quested DCs. Assuming there is such a DC time, we ran-
Sid & domly choose a DC from those that are available. Figure 2(b)
Pr = 7ZN S,;d L (1) shows how DCs are requested, where the number in each box
i=1 m,

represents the sequence that the DC is requested. In Fig. 2(b),
where N is the number of neighbors of peer d,, i is the the first DC time that has no buffered or requested DCs is the
estimated download rate of suppliefrom receiverk. d,, j sixth DC time. For this DC time there are two available DCs.
can be obtained based on the number of DCs delivered from/e randomly select one of these DCs, which becomes the DC



that is requested first. After selecting the DC, it is possibleD; = U,. WhenD,, reached/;, a peer reques@% +a] de-
that more than one neighbor may have this DC. The receivescriptions, which is comparable to its uplink bandwidth con-
will send the request to a neighbor, from which the DC is ex4ribution. As shown in Fig. 2(b), wherg, = 3, there are at
pected to be received at the earliest time. Continuing with thenost 3 DCs that have been buffered or requested for each DC
heuristic, the first DC time with no buffered or requested DCgime, no matter how many DCs are available at that DC time.
is now DC time 7; for this DC time, there are four available  Like BitTorrent, in order to locate a better neighbor, which
DCs, and we can choose one of those DCs at random. Weas higher uplink bandwidth, in our scheme a peer periodi-
continue with this heuristic until every DC time has at leastcally replaces the neighbor with the least contribution by a
one buffered or requested DC (neglecting DC times that haveandomly selected peer. The peer initially assumes that the
no available DCs, that is, all circles). We then continue withnewly joined neighbor is cooperative and has a reasonable up-
heuristic, giving priority to DC times that have exactly onelink bandwidth. After several rounds, the download rate from
buffered or requested DC. the new neighbor can be evaluated.

A receiverk can estimate the tims, ,, that a DC will be
received from its neighbor peerby the following equation:

rA

— 2
o )
whereR;, ,, is the number of outstanding requests frérto
n, 1 is the bitrate of one description, adg,, is the estimated
download rate of peét from peern. Note that in our heuris-

3. PERFORMANCE STUDIES
Thn = Bkn In our simulation, a video is totally encoded into 20 descrip-
tions at the origin server. Each description is further divided
into one second period DCs. The bitrate of each description is
50 kbps. There are 1000 peers in the overlay, and the request-
. eing round is one second. The peers are classified into three
trypes: 10% of the peers are Ethernet users with 1000 kbps

this DC at the earliest time. Therefore,7if ,, is the mini- uplink bandwidth85% of the peers are cable users with 300

mum, and if it is less than this DC’s playback deadline, the . . I
peerk will send the request to peer If this DC cannot meet r]<bps uplink bandwidth, and!%; of the peers are free-riders.

: S . The buffer length is set to 30 seconds. Each peer esti-
its playback deadline, it will not be requested, and the heurlsl;nates a neiahbor’s contribution based on the number of DCS
tic will go to the next DC. In Fig. 2(b), the “2” with a dash at 9

the seventh DC time means that this DC should be the secorqgcelved from I.t in the prewoqs 60 seconds. m't'aHY’ each
eer has 14 neighbors. Pdewill accept the partnership re-

DC to be requested with the given buffer state. However, thi uest from peen if peer & has less than 18 neighbors; oth-

DC cannot meet its playback deadline based on the estimatioh . e ;
in eqn. (2) for all the neighboring peers of receiderThus erwise peek will reject the request. Currently, if peérhas

the receiver will not send out request for this DC and selec:ltazsiﬁrntgta gela?cﬂe;gggv?/ri,ervﬂﬁgrlt \%ﬁzi |tsdevvaonr§t r;(zrg’;lhbor,
another DC at DC time 7 instead. 9 : P P

Given the total potential download rate of a peer, whic newly establish a partne'rship, they assume th? bandwidth al-
depends on its upload contribution, if a peer requests too alggcated from each other is 10 kbps. The total simulation time

gressively for DCs with a particular DC time and receives dS set to 3600 seconds. At the initial stage of the simulation,
video rate higher than its potential download rate at that timegach peer does not have any knowledge about its neighbors,
then this peer is more likely to receive a lower video rate agnd peers are randomly grouped. During every 30 second pe-
other times. This will lead to a video quality variation at theriod, a peer replaces the neighbor with the least contribution
receiver. In this design, to deduce quality variation, a peeby a randomly chosen peer.
k maintains a threshollly, which is set to half between the We compare three strategiesi) without differentiated
current download rat®;, and the potential download rat&,  service, where a supplier ignores the contribution of the re-
plus an aggresivity factar, ceivers and serves the requests from different receivers in a
Dy + Ui 3) round-robin order{i:) differentiated service with greedy re-

2r quests, where the threshald. in egn. (3) is not applied.;
wherer is the bitrate of one description. At a given DC time, (ii¢) differentiated service with adaptive requests, wHege
if there are more thah,, DCs that have already been bufferedin eqn. (3) is applied.
or requested, peérwill not request any additional DC at that Figure 3 plots the cumulative distribution of the number
time. WhenDy, is much less thad/;, Dy, is more likely to  of the received descriptions for three types of users with dif-
or has more room to increase. Thus the peer requests mderent strategies. We record the number of the received de-
aggressively. After receiving the requested DCs, a peer withcriptions of each peer in each one second time slot. From
a highU;, can potentially contribute more to its neighbors. InFig. 3, we can see without the weighted round-robin schedul-
turn, this improves the probability that this peer can be serveihg at a supplier, all peers receive similar video quality, thus
by its neighbors. Therefore, it leads to an increased downloatthe CDFs of Ethernet users, cable users and free-riders are
bitrate for peerk. The fast-start phase accelerates the conindistinguishable. It is obviously unfair that free-riders and
vergence process from a lowBx; to the target receiving rate Ethernet users receive the same video quality. Figure 3(b)

=1 + o,
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Fig. 3. Cumulative distribution of number of received descriptions for all peers during the simulation period. (a) without differentiated service; (b) Differen-
tiated service with greedy requests; (c) Differentiated service with adaptive requests.

—— 1000 kbps —— 1000 kbps
—— 300 kbps

—— Okbps

—— 1000 kbps
—— 300 kbps
—— Okbps

N
=]

20

@
o

)
o

Number of descriptions
Number of descriptions
Number of descriptions

i s‘w | Mu‘ I
[ MhWr TR
1M {3 i @

LL lmﬂél - 1 0‘0(; 1 5‘0(‘) 2000 :
Time (sec) Time (sec) Time (sec)

@) (b) (€)
Fig. 4. Behavior of typical peers. (a)Without differentiated service; (b) Differentiated service with greedy requests; (c) Differentiated service with adaptive
requests.
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and Figure 3(c) show the CDFs when differentiated servicavith this extreme case, the download rate of a peer can grad-
is enabled. We can see that the CDFs of different types afally converge to a bitrate which is comparable to its uplink
users are separated. Free-riders receive a very poor vidéandwidth contribution.

quality, without receiving a single description for ov&#1%

of the time slots, which is unacceptable for video service. 4. CONCLUSION

Our proposed strategy can virtually eliminate free-riders fronin this paper, we propose a distributed solution which com-
the system. Both cable users and Ethernet users can receliges the MDC with the data-driven approach to provide re-
the bitrates comparable to their uplink bandwidth contribudistribution incentives and enable differentiated service in P2P
tion. Figure 3(c) shows the CDFs for the adaptive requestingve streaming. A tit-for-tat like strategy is proposed. With
strategy. For each type of users, the number of received deur design, a peer contributing more uplink bandwidth will
scriptions has a narrow range, thus indicates a more stableceive a better video quality. Therefore, peers are encour-
download rate for each user. We also observe that the sygged to contribute more uplink bandwidth.

tem aggregate throughput under the adaptive request scheme

(93%) is slightly lower than the other two schemes (both are 5. REFERENCES
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