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Abstract—In a P2P VoD system, the rate at which peers the entire file once it has all the pieces. Swarming can
receive video fluctuates due to peer churn. Although scalable significantly improve download performance, particularly if
video coding has the potential to cope with rate fluctuation, |£he downloader's download bandwidth exceeds the upload

existing scalable video schemes have not been designed for P2 . o . . )
systems for which substreams emanate from different supplier bandwidths of individual uploading peers. P2P live video

peers. In this paper we propose a new multi-stream coding Streaming systems, such as PPLive [5] [6] and ppstream [7],
and transmission scheme, Redundancy Free Multiple Description also employ swarming. Swarming is critical for live video
(RFMD) Coding and Transmission, that has been specifically since the video rate often exceeds the upload capacity of a
designed for P2P VoD systems. Unlike layered video, with residential peer.

ual importance. Thus, video qualit ST
grzlgleeuig/sgggtrfstgsgsvguigtreamg are lost, independgntly );f Swarming is als_o usgful for PZP_ VOD: When a peer makes
which particular substreams are lost. Furthermore, only the & request for a video, it can receive video substreams from
source bits are collectively transmitted by the supplying peers, multiple peers in parallel, reassemble and decode the sub-
allowing more substreams to be simultaneously transmitted in streams, and playback the video to the user. Just as in P2P
the system. Finally, REMD can be used to create any number of e streaming systems, swarming is critical in P2P VoD, since
descriptions. We conduct an extensive and fair simulation study, . . . . .
comparing single-layer coding with high-rate erasure coding, |nd|V|du§1I supplying nones may not be able to upload the video
scalable layered encoding, multiple-description encoding, and at the video rate. But in order to receive multiple streams, at
RFMD. The simulations show that RFMD performs best in a the time of request there must be multiple peers thabhave
variety of representive scenarios. portions of the requested video, afid) have available upload
capacity. Indeed, even though a peer may store a portion of
the requested video, all of its upload capacity may currently
Video-on-demand (VoD) over the Internet has become velpe exhausted by other ongoing video streaming sessions.
popular in recent years. VoD is currently being provided by In a P2P VoD system, the receiving peer would like to
numerous television networks and news sites, as well as tegeive the video from all of its supplying peers at an aggregate
video sharing sites such as YouTube [1] and Google Videate (averaged over a short time scale) that exceeds the
[2]. Most of the VoD being delivered today is short-length, loveompressed video rate, which we denoterbyHowever, the
bit-rate clips; for example, YouTube videos today are typicallsate at which a peer receives video will fluctuate and may
less than 10 minutes in length and have a bit rate under 28@p belowr. These fluctuations will not likely be due to
kbps. In the near future, we expect a high demand for higheengestion in the upper-tier ISPs, but instead to the peer churn
bit rate (potentially DVD quality) and longer videos (includingn the system [8]. Indeed, every active peer in the system
full length movies) streamed over the Internet. is both a consumer and supplier of upload bandwidth, with
The vast majority of the VoD being delivered today ovedifferent peers (residential peers, institutional peers, and so
the Internet emanates from dedicated infrastructure servess) contributing different amounts of upload bandwidth and
But as the demand, bit-rates, and video lengths increasedifferent peers making available portions of different videos.
will become costly to meet the demand, both in terms @&s peers come and go, the ratio of the upload-bandwidth-
bandwidth costs and server hardware costs. Thus, much of $opply to the upload-bandwidth-demand for a given video
Internet VoD will likely be streamed via P2P architectures, ifluctuates. Thus the rate at which a peer can receive a video
which the consumers of the VoD content are also the supplievdl fluctuate because of the churn.
of the content. Since, in P2P VoD architectures, each peerAs with traditional client-server streaming, buffering and
contributes its own storage and network bandwidth resourqaayback delays can be used to mitigate the effects of short-
to the system, the upload capacity of the system scales astthven variations in bandwidth availability. However, if the
demand increases. demand for upload bandwidth exceeds the supply for a long
Most P2P file distribution systems today, including BitTorperiod of time, buffering is ineffective. Even with buffering,
rent [3] and eDonkey [4], emplogwarmingfor downloading. one or more of the receiving peers will receive the compressed
With swarming, the downloader obtains different pieces of theédeo at a rate less thanduring the bandwidth deficit period.
file in parallel from multiple peer sources and reassemblesAs with traditional client-server streaming, to deal with
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long-term fluctations in available bandwidth, it is natural tonultiple-description video. Each video is coded into a number
consider multi-stream coding techniques where receivingoé substreams and the substreams (or portions of the sub-
few substreams can lead to an acceptable quality, and receivstigams) are scattered over all the peers. (Depending on the
more streams can lead to better quality. Such multi-stream cabD design, the substreams may either be pushed into the
ing techniques include layered coding and multiple descriptimarious peers in a coordinated fashion [9]-[13], or may be
coding. However, because the receiving node receives vidadled into the peers in an on-demand fashion [14], [15].)
from multiple sources (and not just from one, as in clienSince a peer has limited storage, it does not store every
server systems), the design of multi-stream coding and delivesybstream of every video.
schemes for P2P VoD brings forth many new challenges. InWhen a peer wants to see a video (the receiving peer), the
particular, layered coding is vulnerable to peer disconnedgystem” provides the peer with a list of peers containing one
due to the recursive dependency of layers. And MDC, whiler more substreams (supplier peers). The receiving peer then
giving equal importance to each stream, typically introduceequests and receives substreams from one or more of the
significant redundancy across streams. supplier peers. A supplying peer can service a receiving peer
In this paper we propose a new multi-stream coding arifd(¢) it has the requested substream (or at least portions of it)
delivery scheme that has been specifically designed for P2Rd (i7) it has sufficient available upload bandwidth to send
VoD systems. We refer to this scheme as Redundancy-Fthe substream at the substream rate. The receiving peer caches
Multiple Description Coding and Transmission, or more sinthe substreams it receives (or the portions of the substreams),
ply as RFMD. With the RFMD, all substreams have equab that it can be a supplier of that video in the future. After a
importance, unlike layered video. Thus, video quality gracemall playback delay, the receiving peer decodes, assembles,
fully degrades as substreams are lost, independently of whad playbacks the substreams it receives.
particular substreams are lost. Furthermore, with RFMD, only While the user is watching the video, the receiving peer
source bits contributing to reducing video distortion are trangay lose or gain new substreams. It may gain new substreams
mitted by the supplying peers, so that there is no redundaragcause it discovers a supplier peer that stores a missing
as is in conventional MDC. This lack of redundancy casubstream and also has sufficient available upload bandwidth
significantly increase the streaming capacity of the P2P VdDr delivery. It may lose a substream because the supplier peer
system. providing the substream may stop delivering it. Generally, as
After describing and analyzing RFMD, we carry out aithe ratio of the available upload capacity of the supplier peers
extensive simulation study that compares single layer codit@ythe demand of the receiving peers increases, the receiving
with high-rate erasure codes, layered coding, a traditiorfz¢ers should be able to gain new substreams; similarly, as this
MDC scheme known as MD-FEC, and RFMD. Careful attenratio decreases, the receiving peers should lose substreams.
tion is placed on making the comparisons as fair as possibleWhen a receiving peer loses a substream, it will naturally
We find that RFMD provides the best overall performance astempt to find a replacement supplier peer that can provide the
compared to other coding schemes. The contribution of tH@st substream. Even if such a supplier peer is present, there
paper is twofold: will be a delay until receiver peer receives the replacement
« A new multi-stream coding and transmission schenfalbstream, since the appropriate substitute peer must be found
tailored for P2P streaming systems, dubbed RFMD. and then instructed to deliver the substream to the receiving
« A fair simulation study involving heterogeneous peergeer. Depending on the length of this delay, and whether
with peer churn, which compares single layer coding withe receiving peer has a reservoir of pre-fetched substream
high-rate erasure codes, layered coding, MD-FEC, af@ntent, there may be a “gap” in the playback of the substream.
REMD. We note that, in some designs, it may be possible to find the
This paper is organized as follows. In Section I, Wéubstitgte peer almost immediately, as the_ sy_sfcem may be_able
briefly describe the P2P VoD context. Section Il describd@ continuously track the content and availability of all active
the traditional substream schemes. Section IV proposes BfErS: The searching and tracking of peers is orthogonal to the

redundancy-free MDC design. We study the performané@eo delivery problem, and will not be considered further in

of our proposed design via simulations in Section V, ardiS Paper. _ ,
Section VI concludes this paper. In designing a multi-stream coding scheme for P2P VoD,

we therefore have the following objectives:
Il. THE P2P \OD CONTEXT « The coding scheme should allow for smooth quality

There are many possible business models for P2P VoD, variation as the peers churn (causing the supply and
and for each of those models the distribution, replication, and demand for upload bandwidth to evolve over time).
search for video substreams could be done differently. Here. When a supplier peer suddenly stops providing a sub-
we describe a broad P2P VoD context that focuses on the stream, and the receiving peer does not have a sufficient
swarming and streaming, and should be applicable to most reservoir of that substream buffered locally, quality degra-
P2P VoD designs. dation should be minimal until a substitute supplier with

As indicated in the Introduction, our focus is on multi- the same substream begins to deliver the substream.
stream video schemes, such as layered encoded video and The coding should be efficient, that is, it should carry



little or no redundancy so that the system as a whole can
provide as many substreams as possible of the different
videos to all the receiving peers.

A. Related work
To date, a few different coding schemes have been proposed

and compared for P2P video streaming [9], [14], [16]-[18]. 7
CoopNet uses MD-FEC to code the source into several sub- ;
streams [9]. It builds multiple multicast trees from sources to R13 R22 | R31 144
receivers, with each tree disseminating a separate description (©)

of the media content. CoopNet is a multicast service rather
than an encoding scheme, with all the multicast trees rooted
at a single server. The authors suggest employing MDC in P2P
multimedia streaming, but they do not really design an M : e

coding scheme specifically for P2P VoD. In PeerStreamir% Multiple [_)escnptmn FEC ) o
[14], the author proposes to use high-rate erasure codind!D-FEC is a popular scheme for multiple description
to generate parity substreams instead of replicating direc®f}c0ding with many descriptions. Throughout this paper, we
The media stream is broken up into “data units”, and ea¥¥!l use MD-FEC for the multiple description video. We now
“data unit’ is encoded using a high-rate Reed-Solomon cod&Plain MD-FEC coding [21], as it forms the basis of our
Specifically, a data unit is divided int& blocks, then RS Novel scheme, described in the next section.

coding is employed to generat§ — K parity blocks. The _The first step_of MD-FEC is t_o encode each Grqup of
receiving peer can recover the original data unit from arfyictures (GOP) intal/ layers, which can be accomplished
K blocks. In PeerStreaming, the original media stream Y4th @ scalable video coder such as MPEG4 FGS or SVC.
non-scalable, so that a data unit is non-decodable if 158iS IS shown in Fig. 1 (a) for the case of 4 layers. Denote by
than K blocks are received. In [16], the authors compare tHel: L2, L3, andL4 for the bits in these 4 layers. These layers
performance of multiple description streaming in P2P netwof€ in general of varying size. Theh layer is then further
and CDNs. But they only consider using two descriptions. [vided into & equal-length groups. Thus, as shown in Fig. 1
our previous work [17], [18], we compare the performance &p): layer two is broken into two equal-size groupgl and
MD-FEC and layered coding under different scenarios. To of22: layer three is broken into three equal-size grougd,
knowledge, the current paper is the first paper to develop 4A2 @nd L33; and layer four is broken into four equal-size

multi-stream video coding and transmission scheme for PSFPUPSLAL, L42, L43 and L44. Then a(M, k) Reed-Solomon
\VoD. (RS) code is applied to thee groups from layek to yield M

groups. TheM 2 groups are then arranged as in Fig. 1 (c). For
[1l. TRADITIONAL SUBSTREAM GENERATION layer 1, the RS step creates three redundant gr&ips R12,

In this paper we consider a number of different mechanisrfi@d 213; for layer 2 it creates two redundant groufis1 and

for generating substreams for P2P VoD systems. Throughdi2: a@nd for layer 3 it creates 1 redundant grapl. (For
this paper, letV/ denote the number of substreams of a videlpyer 1,L1 = R11 = R12 = R13.) Thus, due to the RS code,

Fig. 1: MD-FEC encoding procedure.

We now briefly review layered video and MD-FEC. if any k of the M groups is received for layek, then layerk
can be decoded.
A. Layered coding After creating theM? groups, the substreams are generated

Layered coding generates multiple layers with recursify combining the groups across the rows in Fig. 1 (c). For
dependency. Specifically, layér+ 1 can only be decoded if ©<@MPple, the first substream is created by combiringZ.21,
layers 1 througtk are available. MPEG-4 Fine Grain Scalabld-31 and L41; the fourth substream is created by combining
(FGS) [19] is a popular scheme for Creating |ayered COdinE.lS’ R22, R31 and L44. From this Cons.tructlon', It Is easy tO'
An FGS encoder encodes the video into a base layer and®§ that the substreams have the following desirable properties:
scalable enhancement layer. The enhancement layer is then Each substream has the same bit-rate;
sliced intoA —1 substreams, creating a total bf substreams. « In order to recoverk layers from the original layer
The latest scalable coding standard, known as SVC [20], also €ncoded video, the receiver needs to receiveianf/the
has a base-layer and a successfully refinable enhancement M substreams. Thus each stream is of equal importance.
layer. With FGS or SVC, the rate of the base layer must @&e number of bits assigned to each layer (in the first step of
sufficiently high so that an acceptable quality can be recoverdm procedure) can be optimized to minimize distortion if the
from the base layer only. Compared to a single-layer codeharacteristics of peer availability are known in advance. One
the distortion achievable by a scalable coder at the same naige feature of MD-FEC as a multiple description technique is
(above the base layer) is typically higher. For example, FGRat it can generate any number of substreams (&iyfrom
(resp. SVC) has a significantly lower coding efficiency thaa scalable stream generated by any scalable coder, which is
the MPEG-4 single layer coding (resp. H.264). desirable for P2P VoD. When a supplying peer disconnects,
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Fig. 2: Comparison of different coding schemes for P2P VoD system (a) Layered coding; (b)MD-FEC; (c)Single layer; (d
The desired scheme.

the video quality is not severely degraded while waiting for a

substitute peer to supply the substream. Redundancy .
Note that with MD-FEC, when a receiver receivesf the Unhelpful bits

M substreams, only a fraction of bits are used (for all valuésg. 3: The redundancy and unhelpful bits in MD-FEC when

of k). For example, in the caskl = 4, suppose the receiveronly two descriptions are available.

receives only the first substream, which contains grolips

L21, L31 and L41; then only L1 is of use (providing the

base layer of the layered video) and the remaining groups &f@eo, it can decode the first layers. Moreover, all of the

wasted transmissions. Similarly, suppose both substream®§its transmitted by the supplying peers are useful; so that there

and 4 are received, giving grougsl, L21, L31, L41, R13, is no wasted bandwidth. In the next section, we design such

R22, R31 and L44; then onlyL1, L21 and R22 are used and an ideal coding scheme for P2P VoD.

the remaining groups are wasted. Thus, another property of

MD-FEC is that it is inefficient in that it wastes significant

IV. REDUNDANCY-FREEMD-FEC SCHEME

upload bandwidth resources. Our RFMD scheme is based on three observations.
' o « First, for MD-FEC, to make each description have equal
C. Inadequacies of existing schemes importance,redundant bitsare transmitted. Also, some

Fig. 2 (a), (b) and (c) illustrate how layered coding, MD-  unhelpful bitsare transmitted. For example, whéh = 4, -
FEC and single layer coding schemes, respectively, work in a @nd only two descriptions are available for a receiving
P2P VoD system. In this comparisof/ is set to 4 and we peer, the redundant and unhelpful bits are marked in
assume that each supplying peer stores at most one substream.Fi9- 3. ) )
For each scheme, we consider a scenario that only three Second, the unhelpful bits are not useful for handling
supplying peers are available in the system. The rectangles Sudden peer disconnects. When one supplying peer dis-
with black background indicate that the substreams are not C€Onnects, more unhelpful bits are introduced. Therefore,
available. The rectangles with the white background indicate the unhelpful bits should not be transmitted until some
that the substreams are received but can not be decoded. The additional supplying peers are connected.
green shadow in the rectangle indicates the portion of datee Third, although the redundant bits are useful when a
that can be used for decoding and has contribution to video SUPPlying peer disconnects during the streaming session
quality. and the substitute streams can not pe quickly found, it

For layered coding, as shown in Fig. 2 (a), although the re- does not.hgve to be always trans_m|tted. .VoD do.es npt
ceiving peers can find three peers, since layer 2 is unavailable, Nave as rigid delay constraints as interactive multimedia
layer 3 and layer 4 are useless. As illustrated in Fig. 2 (b), for applications. When a supplying peer disconnects, the
MD-FEC, if the receiving peer can find three supplying peers ~€C€Iving peer can detect it quickly and then instruct the
with different descriptions, no matter which descriptions they ~€maining supplying peers to adjust their transmissions.
are, each is able to contribute some video source data. Butsummary, in P2P VoD, which does not have stringent
since some redundancy is transmitted, only a portion of tllay constraints, it is not necessary to always transmit all the
received data can be used for video source decoding. encoded bits; the amount of redundancy and unhelpful bits

For the single layer scheme, we assume the video is encodfé@t are transmitted should adapt to the number of available
into a single layer, and each GOP is divided sequentially infIPplying peers.
four blocks, so that earlier blocks contain data from earlier We now describe new MDC scheme, which we dub
frames in the GOP. Each peer holds one block from each G&@dundancy-Free MD coding and transmission (RFMD). This
As shown in Fig. 2 (c), the second block is not available, sg¢heme is derived from traditional MD-FEC coding (see
that frames contained in following blocks are not decodabfection I1I-B). The coding procedure is as follows:
either (assuming the video is coded using temporal prediction),, We adopt MD-FEC coding to generald descriptions.
and only the frames contained in the first block can be decoded If m supplying peers are available, then each supplying
and frozen until the next GOP. peer only transmits a fractioh/m portion of the data

Fig. 2 (d) shows the ideal coding scheme. If the receiving for layer k, wherek = 1,...,m; each supplying peer
peer can locatany m (m < M) peers holding the requested transmits different portion of layek data.



Three descriptions are available
3 [ B

| rate for one substream is always constant:

; | —~— =R m=1...M (1)
@ k=1
Based on this rate partition, when the transmission rate for

CT:r‘\j(‘:léyscr|p‘tlon‘|s z-‘lvallable‘ — FTurjesonpmns arle’av‘a"at’;‘?ﬁ,1 g one substrgam is equal 1®, the storageS used to store the
T transmitting C [ B substream is:
(b) | B B R M p Mo
Two descriptions are available ‘ I S= TZ E - RTZ % (2)
‘, 3 ‘ ‘ (e) k=1 k=1
\ H ; [ ] whereT is the length of the video.
tMg As discussed above, for RFMD, when the number of
(©) available supplying peers changes, the portion of data that

Fig. 4: Redundancy-free transmission of MD-FEC data (M=4% ransmitted from the remaining peers should also change
(a) shows the stored data in each description, with purple cof@TéSpondingly. This is achieved by segmentation and select-
representing the source bits and gray color the redundancy 0§ dlﬁerent sets of segments for transmission at each of the
(b-e) shows the portion of the data (purple) delivered by eaEHPPIYINg peers.

supplying node. A. Implementation of RFMD

Fig. 5 shows the segmentation procedure. For a description,
Data from Data from Data from Data from we segment the data generated from the same layer to sev-
layert layer2 layer3 layerd eral MD segments. One MD segment cannot cross the data
7\ ; .
R Y s from two different layers. We assign each MD segment a
pescripton2 [ [ .. | B0 B0 . | 0 | .. segment number (denoted &sgNwm) and a layer number

Descripion3 [ [] ..} [ [ ‘E \ (LayerIdz), which indicates which layer the segment belongs
Description4 [ [J .. | [J [J .. |\J/J .
\_/

Description 1 2227

to. The corresponding segments (covered with a red oval in
Fig. 5) in different descriptions have the satfieg Num.

During a video session, the receiving peer informs each
Fig. 5: Segmentation for redundancy-free transmission of its supplying peers the number of currently available
supplying peers NumPeer). Furthermore, the receiving
peer assigns a description numbédpegpldz) for each of
its supplying peers. For example, if a receiving peer has
NumPeer available supplying peers, then thgespldz for
each supplying peer ranges fraimto NumPeer. When one
supplying peer goes down, if the receiving peer can find a
, replacement supplying peer quickly, the receiving peer simply

Fig. 4 shows an example whef/ = 4. The shaded ,qqiqns that supplying peer the same index used for the one
areas indicate the portion of data that will be transmitte at just disconnected, while keeping the same index for
For example, if three descriptions are available, then for eagh ./ peers: if the receiving peer can not find a replacement
description, one-third of the data from the first layer (Origi”%upplying peer in time, then the receiving peer re-assigns
data or parity data of the first layer), two-thirds of the datﬁfumPeer as NumPeer — 1 and re-assigns th®esplda:

from the second layer, and all data from the third layer afg ;o supplying peers from to the new NumPeer. For
transmitted. Thus, all first three layers can be recovered. N tesupplying peer, it can use the following algorithm to

that each description has equal importance and the sameifo mine whether a MD segment should be transmitted or
rate, and neither redundancy nor unhelpful bits are transmitt%%t

« The receiving peer combines the receivedsubstreams
and obtains layek (k = 1,...,m) by (M,k) FEC
decoding; hence, the lowest layers are recovered.

Because the portion of data transmitted at each supplying
peer depends on how many peers are available, generally, $legmentSelect(NumPeer,Despldx,Segldx,Layerldx)
transmission rate at each peer is not constant. Constant bit ia{RumPeek =Layerldx)
can be achieved with the appropriate rate partitioning for the && ((SegNum+Despldx)mod NumPeet ayerldx)

different layers before MD-FEC encoding. Specifically, given the segment will be transmitted
a scalable stream, we truncate the encoded bitshhtayers, else
each with equal rat®;, — Ry, = R for eachk =1,..., M. the segment will not be transmitted

Note that, in each MD-FEC encoded description, the bit rate
for the data from layek is R/k. Thus, no matter how many Note that as compared with traditional MD-FEC, RFMD
supplying peers are available in the system, the transmisstoedes off storage for upload bandwidth usage. In order to



i L 2
Source bits fromlayer 1 =" S Layers TABLE I: Distribution of peer bandwidth

{\ /’ Layer 4

Description 1 % Network type | Uplink bandwidth | Percentage|
Ethernet 1 5 Mbps 10%
| Ethernet 2 2 Mbps 7%
\ Cable 220 kbps 62%
\ \ [ W4 DSL 120 Kbps 21%

‘ ‘ ‘ [ ] sion completely. But a large¥V also means higher complexity
in RFMD encoding and decoding.

[ In addition to virtually eliminating replicas and collisions,
| []] there is an additional benefit to distinctive RFMD: It makes

Description 255 | [

|
l
v
R

(255.2) RS coding it easier for the receiving peer Fo locate a replacement peer.
In a P2P VoD system, a receiving peer (or the “system” on
(255.4) RS coding the behalf of the receiving peer) can track back-up supplying
Fig. 6: Coding instead of replicating to generate substreaf@es that can be quickly summoned when substreams are
(M = 4, N = 255): collision avoidance lost. Suppose a receiving peer tracksback-up supplying

peers. Without applying distinctive RFMD coding, we would
naturally attempt to assign th8 back-up supplying peers

make each substream have equal importance and elimin@{gnly to M substreams, in which case there would only
transmission redundancy, the RFMD scheme shifts the B/M back-up supplying peers for each substream. (For
transmission redundancy of MD-FEC to the storage. Sintered coding, we would assign more back-up supplying
today upload bandwidth is a scarcer resource than stor&@ers to more important layers.) In contrast, with RFMD, any
(and will likely remain so for the foreseeable future), thi®f the back-up supplying peers can be used as replacements
tradeoff is appropriate. Compared with the trivial solution dr any substream. Therefore, with RFMD coding, a receiving
having each peer hold/ layers, RFMD consumes much lesfe€er needs to track fewer back-up supplying peers. Henceforth,
storage. In the case of the trivial solution, the storage usw§ Will take RFMD to designate distinctive RFMD.

in a peer isMRT; but in the case of RFMD, the storage

is RT'S»',1/k. As M increasing, the relative savings V. SIMULATION STUDY

increases. In this section, we perform extensive simulations to study
o the performance of the P2P VoD systems for different coding
B. Distinctive RFMD schemes.

In general, with a substream coding scheme (layered coding, . i
MD-FEC, and so on), the peers will collectively store multiplé: Simulation setup
copies of the substreams. Consider a peer that wants to viewn our simulation, we use a pool of 3000 heterogeneous
a particular video. At any instant of time, there will be geers. At any given instant, some of these peers are active
number of potential supplier peers that have both substreafmiewing the video) and the remainder are inactive. We assume
for this video and available upload bandwidth. However, ntlhe end-to-end bandwidth bottleneck is at the access links and
all of these suppliers can be used, since some of them rmayt in the Internet core. Furthermore, in most residential broad-
contain identical copies of the substreams. When this situatiband connections today (including cable modem and ADSL),
occurs, we say there are “collisions”. In this subsection, wihe upstream rate is significantly less than the downstream
show RFMD can be extended so that collisions are virtualhate. Thus, it is not unreasonable to assume that the bandwidth
eliminated. bottleneck between peers is the supplying peer’s upload rate.

The idea is illustrated in Fig. 6. To generate the parity blockable | shows the bandwidth distribution in our simulation.
from layer k, instead of applying aniM{, k) Reed-Solomon The distribution is based on the findings reported in [22], but
(RS) code tdk groups of source data to yield — k£ groups of we do not include the dial-up users.
parity data, we propose to apply aN (k) RS code to generate We haveJ = 30 videos. Each video has the same size
N — k groups of parity data, wher® is much larger thad/. but not the same popularity. Generally, the popularity of on-
Therefore, even ifM is small, we can obtainV distinctive demand videos follows a heavy-tailed distribution. In our
descriptions. Instead of replicating thé descriptions to peers simulation, we assume the video popularity follows a Zipf
as with traditional MD-FEC, we distribute th& distinctive distribution. Suppose thd videos are sorted in descending
descriptions, so that iany m (with m not larger thanM) order of their popularities. Denote the probability that the
descriptions can be found, the finst layers can be decoded.;jth video is requested by; = j=(=r) /I, whereT is the
We refer to this technique afistinctive RFMD normalization factor andy is a control parameter. In our

With a large N, this distinctive RFMD can greatly reducesimulations, we chose = 0.27 which is a commonly used
the collision probability. If we choose a very largé (equal to factor for video on-demand services [23]. The new requests are
the maximum number of supplying peers), we can avoid collinodeled as a Poisson process with constantxatee change



the rate to get different average numbers of active peers. The GOPs that are not decodable. We define average PSNR as
length of each video i¥'. We assume that user’s watching time "
for a video is uniformly distributed if0, T']: thus the average
number of active peers in the system roughly equalsl’/2. average PSNR: Z p(m)PSNR(m), @
We assume a peer only contributes its uplink bandwidth to
serve other peers when it is viewing a video; when a pe&here p(m) is the probability of receivingn substreams;
finishes viewing, it leaves the system. PSNR(m) is the average PSNR over a GOP when

For scalable coding, we code the “Foreman” video Sequerﬁlébstreams are received. Note th.at for single layer coding,
in CIF (352x288) resolution with a frame rate of 30 frame/sehenm < M, PSNR(m) = 0. Typically an average PSNR
into a FGS bit stream using the most advanced SVC code@in of 1dB is visually distinguishable.
[24], at a base layer rate of 70 kbps. Each GOP has a duratE)n
of 4 seconds. The output bits from each GOP are converted
to M substreams for layered coding, MD-FEC and RFMD. In the simulations, we compare the performance of different
To make a fair comparison, each substream has the sa#@ding schemes in several different scenarios. In the first
transmission ratek. For the single layer coding scheme, wécenario, we suppose that whenever there is an available
code this “Foreman” sequence into a single layer bit strea#pplying peer with sufficient uplink bandwidth, the receiving
with bit rate RM using the H.264 codec JM9.6 [25]. Then wepeer can always find it and start streaming before the playback
divide each GOP intd/ blocks and generat&/ substreams. deadline. In this simulation, we séf = 8 and R = 70 kbps.
We pre-compute the operational rate-distortion function féror RFMD, IV is set to 255. For single layer coding with high-
“Foreman” based on SVC and H.264 respectively, and assufate erasure coding, we assume all substreams are distinctive. It
that all the 30 videos have the same characteristics as thénportant to investigate the system performance for different
“Foreman” sequence. system scales. We vary the request rate change the average

In our simulations, we compare MD-FEC, layered codingiumber of active peers in the system.
single layer, and RFMD. For MD-FEC, the optimal rate Fig. 7 (a) shows the discontinuity ratio versus average
partition [21] is applied to adapt to the node availabilippumber of active peers. As expected, for all the schemes, as
(description loss rate) by varying the RS code rate for differentincreasesp decreases, which means fewer discontinuities
segments of the video stream; for layered coding, we gi@&cur. This indicates that for the upload distributions in Table
more protection to the more important layers by storing moteP2P VoD is scalable, with more active peers giving better
copies of important layers [18]; for single layer coding, weystem performance and individual video quality. Note that
assume high rate erasure coding is applied to generate a l&#§&D outperforms the other schemes, especially when the
number of distinctive substreams, so that if a peer gathé¥erage number of active peers is small. The reason is that
any M substreams, it can recover the entire bit stream [14pr RFMD (i) a substream at any available peer can be
The number of parity substreams we assign to each videduged to recover the base layer; afig) there are no wasted
proportional to the video popularities. For simplicity, we callransmission bits (as with MD-FEC). In the case of layered
this scheme SLRS in our simulation. coding, even though we make more copies for the lowest

For RFMD, each peer 0n|y stores one description_ Recayer, there is no guarantee that the base Iayer is available to
that for RFMD, if the transmission rate for one substream @l peers. For single layer coding, all blocks are required
R, the storage for one substreamAg§’ 224:1 1/k. For all the for decoding; when the total available uplink bandwidth of a
other schemes, if the transmission rate for one substredin isvideo is not sufficient to support all the active video sessions,
the storage consumed is equalR@'. To make the comparison SOme video sessions will experience severe video quality
fair, for MD-FEC, layered coding and single layer, we placéegradation.
L, 1/k] different substreams of one video on each peer. Fig. 7 (b) compares the average PSNR. We see that RFMD

In our simulation, the video lengti is set to 60 minutes, always outperforms the other schemes whets not large.
representing TV shows and movies. The test time is 3 houhenn is small, video quality for single layer coding is very
For the performance metric, we compare both playback corigoor. However, whem is large, single layer achieves the best
nuity and decoded video quality. For playback continuity, w8SNR performance. This is because single layer coding always

define the discontinuity ratio, denoted by as the percentage has a higher coding efficiency than scalable coding; given that
of undecodable GOPs for all video sessions: a receiving peer can always gather all data blocks, the decoded

video quality should be better.

3) Thus for this scenario, in terms of both video continuity
Total number of GOPs and decoded video quality, RFMD outperforms MD-FEC and

For the schemes using scalable coding (MD-FEC, layer&yered coding. While single layer coding has higher average

coding, RFMD), if the base layer is received, we consid&tSNR whem: is large, its discontinuity ratio is still higher than

the GOP as decodable and playable. To represent decottexlother three schemes. We argue that when PSNR reaches a

video quality, we use average PSNR averaged over all videigh level (e.g. above 30 dB), continuous playback becomes

sessions. For average PSNR calculation, we assume PSNRw0e important.

m=1

Simulation results
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Fig. 7: Comparison of different schemes. (a-b) performance vs. number of active users, agsuming= 0; (c-d) performance
vs. pr, assumingt, = 4 seconds; = 1500; (e-f) impact of mismatch between actual video popularjty #nd expected
popularity (p,), assumingt, = py =0, p, = 0.27,n = 1500.

In the second scenario, we investigate the robustnesscofling becomes much worse whenp increases. The reason
the schemes when, with some probability, a receiver can isothat for both layered coding and single layer coding,
longer receive the substream that is being supplied by onesobstreams are highly dependent. When one substream is lost
its supplying peers (for example, due to congestion, netwoskd a replacement is being sought, the decoding of other
outage, and so on). We introduce a paramgjeto represent substreams will be affected and more substreams become
the supplying peer failure probability. A higher; means undecodable, thus reducing the video quality dramatically.

a receiving peer needs to look for replacement peers morg, 4 oyr simulations so far, we have assumed the system
frequently. In this scenario, we also assume a receiving Pgafy s the popularity of each video precisely and creates
cannot find a replacement peer immediately. We introduge, .,ies (or distinct parity substreams) for the substreams
another parametet,,., to represent the additional time af'[eraccordingly. However, the popularities of videos are always
the playback deadline required to locate a replacement SyRsqing ‘and the system cannot adapt the number of copies of
plying peer and establish the conn_ectlmn.depends on the videos to their popularities immediately. In this third scenario,
buffer lengths as well as the technique employed to locatga \yant to investigate the robustness of the schemes to the
replacement supplying peer. In this scenario, wetset 4 ismatch, where the number of copies of a video does not
seconds and vary;. truly reflect their popularities. In this simulation, we assume

Figures 7 (c) and (d) compare the four schemes vthen 4 the number of copies of each video is Zipf distributed with

seconds under different supplying peer failure probabilitieds = 0-27 but the request rate of each video is varying with
For this scenario, the average number of active peers is ﬁ){ga‘erentp values.

at 1500. Under this scenario, RFMD significantly improves the Figures 7 (e) and (f) compare the four schemes when there
system performance. It is almost constant when varyipg is a mismatch between video placement and video request
This indicates that the RFMD scheme is robust to supplyinmpularity. The average number of active peers is 1500. Here
peer failures. In terms of discontinuity, the performance ofe fix p, = 0.27 and varyp. Whenp is larger, it means the
MD-FEC is similar to RFMD; however, its average PSNR isequest rates for different videos are more even. One obser-
much lower. The reason is that unlike MD-FEC, the RFMDation is whenp is close top,, all four schemes can achieve
does not transmit any redundant bits. Therefore, for similthreir best performance, both in the sense of video continuity
transmission rates, RFMD achieves better video quality. &md average PSNR. However, when video placement does not
contrast, the performance of layered coding and single layaatch the current video request popularity well, such as when



TABLE II: Comparisons between various schemes

we found that RFMD offers significant advantages in all the

representative scenarios.

SLRS | Layered coding| MD-FEC | RFMD
Bandwidth adaptation N N N
No collisons v/ N 1
Redundancy free 2]
transmission v v Vv 13]
Equal importance N/A N N [4]
(5]

p is increasing, the different schemes have different behavior$)
We see that RFMD is the most robust to the mismatch, so
that the performance drops smoothly both with respeat to
and to average PSNR. In contrast, the single layer scheme{7
most sensitive to the mismatch, with performance dropping
dramatically. The layered coding scheme is better than tHél
single layer scheme, but is still not as good as RFMD. The
reason is that when the mismatch occurs, for some particuten
videos with more requests than expected, the receiving peers
cannot find sufficient upload bandwidth. The adaptive coding
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